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Data Synthesis in Text Modality
§1 Overview

Focus. On text modality, so ew call it prompt generation in the subtitle. 
General process: 

1. Generation: Produce the prompts in a structured way. 
2. Curation: Filter the low-quality prompts and refine them. 
3. Evaluation: Apply the prompts in alignment, red-teaming, or training. 

Difference between curation and evaluation? 

Sharing content. Two papers, one method, one benchmark. 
Mini-reading group. Also collect more papers under this topic, which are 
also attached in the last pages.
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CoT-Self-Instruct Method
§2.1 Methodology

Stages 
1. Instruction Creation with CoT 
2. Instruction Curation 
3. Self-training with Synthetic Data 

Tasks 
1. Verifiable. E.g., Math, code. 
2. Non-verifiable. E.g., Writing.

Illustration of the CoT-Instruct method.



Stage 1: Instruction Creation with CoT
§2.1 Methodology

Prompt template

Template for verifiable tasks.

Template for non-verifiable tasks.



Stage 2: Instruction Curation
§2.1 Methodology

Verifiable tasks. Propose Answer-
Consistency. Instruct the LLM to 
generate K responses and take the 
majority response to compare. 

Non-verifiable tasks. Use Rejecting 
Instruction Preferences (RIP) filter. K 
responses are generated, and each 
response is evaluated using a reward 
model (RM). Maximize the lowest score.
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Settings
§2.2 Experimental Setup

Based on two type of tasks:

Verifiable Task Non-verifiable Task

Seed Instruction s1k dataset Wildchat-RIP-Filtered-by-8b-Llama

Base Model Qwen3-4B-Base models LLama 3.1-8B-Instruct

Training GRPO DPO

Evaluation Dataset 	Math500, AIME 2024, AMC 23, 
and GPQA Diamond  

AlpacaEval 2.0, Arena-Hard
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On Verifiable Reasoning Tasks
§2.3 Results and Findings

1. High quality synthetic prompts generated by CoT-Self-Instruct significantly 
outperform seed instructions and other publicly available reasoning 
prompts. 
2. Filtered CoT-Self-Instruct outperforms filtered Self-Instruct.



On Non-verifiable Reasoning Tasks
§2.3 Results and Findings

1. High quality synthetic prompts generated by CoT-Instruct significantly 
outperform human prompts. 

2. Synthetic instructions generated by CoT-Self-Instruct outperform Self-
Instruct. 

3. RIP Filtering improves CoT-Self-Instruct results further. 



Takeaways
§2.3 Results and Findings

1. CoT-Self-Instruct outperforms the baseline Self-Instruct on both 
verifiable and non-verifiable tasks. 

2. Filtering improves the training performance on both tasks. 
3. Training data generated by CoT-Self-Instruct outperforms the seed 

training data.
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Overview
§3.1 Dataset Construction

Statistics 
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Language distribution
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Overview
§3.1 Dataset Construction

Statistics 
• 45k entries 
• 12 languages 

Main components 
1. Raw data source 
2. 3 types of data curation methods 
3. Hierarchical safety taxonomy

Overview of data construction pipeline

Language distribution



Component: 3 Data Curation Methods
§3.1 Dataset Construction

Method 1: Translation. Use Google Translate or LLM. 
Method 2: Trans-creation. 
• Motivation: Simple translation doesn’t consider culture sensitivities. 
• Propose Task-Aware Translate, Estimate and Refine (TATER) Framework 

• Pipeline: Use a LLM to estimate (judge) the translation, and then refine. 
• Manual check for quality: randomly sample 500 instances 

• Vanilla LLM translation: error rates of 71% for Bengali and 36% for Malay 
• After TATER framework: error rates of 2% for Bengali and 3% for Malay 

Method 3: Native data acquisition. (Next page)



Component: 3 Data Curation Methods
§3.1 Dataset Construction

Method 3: Native data acquisition.  
• Motivation: Native content often exhibits higher levels of toxicity. 
• Data source: 

• Open-source datasets of online forums and social media platforms, 
including CulturaX, Pile dataset. 

• Cooperation with native speakers and language experts. 
• Data selection: Use Llama Guard 3 and MD-Judge-v0.2_internlm2_7b to 

filter the harmful content.



Safety Taxonomy
§3.1 Dataset Construction

5 safety domains, 23 sub-types 
• Crimes & Illegal Activities 
• Fairness & Discrimination 
• Explicit Content 
• Privacy & Property 
• Harm & Misuse 
Severity Levels 
• L0: benign prompts 
• L1&L2: potential harmful or risky prompts 
• L3: highly risky prompts

Illustration of the hierarchical safety taxonomy
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Overview
§3.2 Evaluation Framework

Evaluation types 
1. Direct evaluation: MCQ 
2. Indirect evaluation: Conversation 

Evaluation goals 
1. Harmfulness 
2. Helpfulness

Overview of evaluation framework



Direct evaluation
§3.2 Evaluation Framework

Question design. Employ Multiple-Choice 
Question (MCQ). Template is in the right.

MCQ problem templateMetrics for different goals. 
1. Harmfulness: Propose Severity-Weighted Confusion Matrix  
• Illustration: 

• Use F1 score of the weighted confusion matrix for harmfulness. 
2. Helpfulness: False positive rate of classifying the unsafe prompts (L1~L3).

CSW = WS × C



Indirect evaluation
§3.2 Evaluation Framework

Question design. Use the prompts in LinguaSafe for single-turn conversation. 

Metrics for different goals. 
1. Harmfulness: 

1. L3 prompts: Rejection rate, by a combination of keyword matching 
and open-source SLM judging (paper doesn’t specify which SLMs). 

2. L0~L2 prompts: Unsafe score based on 
1. First evaluate the rejection rate (same above). 
2. If not rejected, evaluate with OpenAI’s moderation API. 

2. Helpfulness: Rejection rate (same above) on L0 prompts. 
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Setup
§3.3 Results and Findings

Evaluated models. 
1. Close-source: GPT-4o, Claude-3.5-Sonnet, Gemini-2.0-Flash 
2. Open-source: Qwen-2.5-7B, Mistral-7B, Llama-3.1-8B, Phi-4, 

Gemma-2-27B, DeepSeek-V3 

Harmfulness metric. Vulnerability score: the average of the Severity-
Weighted True Negative Rate in direct evaluation and the Refusal Rate or 
Unsafe Rate in indirect evaluation. 

Helpfulness metric. Oversensitivity rate: the average of False Positive Rate in 
direct evaluation and the Over-refusal Rate in indirect evaluation.



Harmfulness by Models and Languages
§3.3 Results and Findings
1. Claude-3.5-Sonnet achieves the best performance across most languages. 
2. For most models, English performance significantly exceeds than other languages. 

However, Claude 3.5 shows lower vulnerability scores in some medium-resource 
languages such as Arabic and Thai, while having high oversensitivity rates.

Vulnerability scores by languages. The lower the safer. The best scores for each language are in bold, 
and the best scores for each model are underlined.



Harmfulness by Models and Domains
§3.3 Results and Findings
1. Claude-3.5-Sonnet achieves the best performance across most domains, 

and has quite low vulnerability score under the Privacy & Property domain. 
2. Explicit Context is the most vulnerable domain.

Vulnerability scores by domains. The lower the safer. The best scores for each language are in bold, and 
the best scores for each model are underlined.



Harmfulness by Domains and Languages
§3.3 Results and Findings
1. Consistent with previous 

finding, GPT-4o’s safety 
alignment is superior in 
English compared to other 
languages. 

2. However, Llama-3.1-8B-
Instruct exhibits a high 
unsafe rates in English, 
Serbian, Korean, and Bengali. 

3. Performance variations 
across languages are 
strongly correlated with 
specific safety domains. Detailed results for direct and indirect evaluations of GPT-4o and 

Llama-3.1-8B-Instruct.
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Mini Reading Group
§4 Related Papers

General Prompt Generation Methods 
1. Scaling Synthetic Data Creation with 1,000,000,000 Personas. Diverse 

data synthesis with personas across tasks (e.g., reasoning, knowledge). 
2. SoftSRV: Learn to Generate Targeted Synthetic Data. Learn a soft-prompt 

objective to generate domain-matched data, and fine-tune smaller LLM. 
3. Self-Boosting Large Language Models with Synthetic Preference Data. 

Iterative self-prompting and refining loop that creates preference data. 
4. Extracting Formal Specifications from Documents Using LLMs for 

Automated Testing. Two-stage “annotation-then-conversion” method. 
5. Synthetic Text Generation for Training Large Language Models via 

Gradient Matching. A gradient-matching approach that optimizes 
synthetic embeddings and maps them to fluent text.

https://arxiv.org/pdf/2406.20094
https://arxiv.org/abs/2410.16534v3
https://arxiv.org/pdf/2410.06961v1
https://arxiv.org/pdf/2504.01294
https://arxiv.org/pdf/2504.01294
https://arxiv.org/pdf/2502.17607v1
https://arxiv.org/pdf/2502.17607v1


Mini Reading Group
§4 Related Papers

Red-teaming & Alignment Prompt Generation 
1. Text-Diffusion Red-Teaming of Large Language Models: Unveiling Harmful 

Behaviors with Proximity Constraints. Formalize the red-teaming into 
constrained optimization and use continuous text diffusion. 

2. Quality-Diversity Red-Teaming: Automated Generation of High-Quality and 
Diverse Attackers for Large Language Models. Jointly optimize the attack 
quality and diversity. Train the mutator model compared to Rainbow-teaming. 

3. Be a Multitude to Itself: A Prompt Evolution Framework for Red Teaming. 
Evolve the red-teaming prompts in both breadth and depth. 

4. Condor: Enhance LLM Alignment with Knowledge-Driven Data Synthesis and 
Refinement. Two-stage pipeline using World Knowledge Tree + self-reflection. 

5. SAGE-RT: Synthetic Alignment data Generation for Safety Evaluation and Red 
Teaming. Taxonomy-driven mutation prevents mode collapse for red-teaming.

https://arxiv.org/pdf/2501.08246
https://arxiv.org/pdf/2501.08246
https://arxiv.org/pdf/2506.07121
https://arxiv.org/pdf/2506.07121
https://www.arxiv.org/pdf/2502.16109
https://arxiv.org/pdf/2501.12273
https://arxiv.org/pdf/2501.12273
https://arxiv.org/pdf/2408.11851v1
https://arxiv.org/pdf/2408.11851v1

